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Abstract—Formed of amino acids combinations, proteins are essential components of living beings which participate in the regulation of bodily functions. Each protein is assigned specific function(s) and reacts to external agents of the best fits. Most binding activities take place on surfaces specifically in regions of high complementarity. The structure and chemical composition of each site are defined by the arrangement of residues and their corresponding atoms. As such the extraction of protein surface atoms provides a good listing for investigation of surface properties as well as aids in reducing the amount of processing required in computer-aided drug design (CADD) programs. Many algorithms are available for the analysis of protein surfaces including but not limited to methods of probe or geometrical nature, calculation of hot spots and energy functions, triangulation and Voronoi tessellations etc. Grid units have been used for locating potential cavities in early programs such as POCKET and LIGSITE but the role of voxels in the extraction of surface atoms has not been thoroughly investigated. A method is presented here which enlists voxels as its main experimental tool with constraints applied. These constraints come in the form of voxel occupancy as well as the degree of belonging of an atom to the voxel. Application of these rules to the voxels lead to considerable improvements in the extracts, with further enhancements made through the implementation of a ‘peeling’ method for removing internal atoms found in the output. The study was carried out on sets of proteins with the results visualised and compared to output from the MSMS and Surface Racer programs.

Index Terms—constraints-filtering, protein-surface-atom, space-tessellation, voxel-based-studies.

I. INTRODUCTION

Proteins are essential components of all living beings and they actively participate in the regulation of bodily functions, digestion as well as a host of other responsibilities. According to [1] there are some 60,000 varieties existing within human cells wherein each protein is tasked with its own specific set of functions. There are 20 different types of amino acids which may be categorised as hydrophilic, hydrophobic or charged based on their properties [2]. These amino acids combine to form stable polypeptides resulting in the many different species and families of proteins available today.

There are 4 different structural levels associated with proteins. Sequences of proteins are classified as primary level entries, and the folding of groups of primary chains resulting in conformations such as α-helices and β-sheets lead to the formation of secondary structures. Grouping of these secondary structures contribute to the protein as a whole while quaternary structures are obtained from the bonding of several proteins into specific arrangements. In view of the various structural levels, research works have been carried out in the investigation of properties associated to these levels for better understanding of proteins.

Early research initiatives place focus on the comparison of protein sequences. String encodings were aligned in the search for the longest common sub-sequence or for repetitive patterns between the compared entries. Examples of such algorithms include the Smith-Waterman [3] and the Needleman-Wunsch [4]. Systems have been developed as well for large scale sequence comparisons such as PSI-BLAST [5] and CLUSTALW [6]. Although computationally efficient, with attempts taken to predict protein folding based on strings, however sequences are not capable of suggesting the actual structures proteins fold into.

A new research field emerged thereafter – an area wherein emphasis is placed on the study of proteins based on crystallographically-determined structures. Common sub-structures become easily identified using the given spatial coordinates and atomic details of each protein. The increasing number of structures lead to the development of databases such as SCOP (Structural Classification of Proteins) [7] and CATH (Class, Architecture, Topology, Homologous superfamily) [8] which classify structures based on unique hierarchies.

Both the sequence and structure-based studies are capable of grouping proteins into meaningful families based on detected similarities. Such classifications provide meaningful suggestions on possible functions associated with newly discovered proteins and are especially helpful in drug discovery procedures. Each protein is selective by nature and binds to specific agents or ligands. This behavior may be interpreted from the arrangement of residues and atoms on the surfaces of proteins. According to Via et al [9], “protein surface comparison is a hard computational challenge and evaluated methods allowing the comparison of protein surfaces are difficult to find”. Many implementations are available as of current and these include approaches such as triangulation, Voronoi tessellations, lattice modeling, multi-resolution modeling, geometric hashing etc [10]-[13]. One of the more commonly used geometric-based methods is the convex hull which is a subset of the Delaunay triangulation and is defined as the smallest convex polyhedron enclosing all atom centers. Most methods...
developed based on polyhedrons return estimations of protein surfaces, and in the process sacrificed small details which may be vital to the definition of the subjects. However the approach of generalising surfaces is usually computationally inexpensive and typically retains larger (and significant) regions.

An early method used for investigating protein surfaces is the Connolly method [14] in which a water-molecule-sized probe is used to roll over surfaces for inspection of the exterior. The concepts of Solvent Excluded Surface (SES) [15] and Solvent Accessible Surface (SAS) [16] are manifestations of the probe technique. In a program by Sanner termed MSMS [17] the author implemented reduced surface versions of both SES and SAS for the fast examination of proteins. Options are available for changing the probe size as well as commands for the list of output files to be generated. The AREA files from the program are used in this study for comparison of identified surface atoms against the output obtained from the voxel-based method. On the other hand the Surface Racer program [18] implements calculations for the exact accessible surface area, molecular surface area as well as the average curvature of molecular surface. Similar to the MSMS, users are allowed to change the size of the probe and to specify the algorithms they would like executed.

Grid spaces or voxels have been used in the study of proteins as displayed in early programs like POCKET [19] and LIGSITE [20]. The POCKET program uses grids and a test sphere to identify potential cavities but suffers from grid-related orientation issues. LIGSITE identifies the weaknesses of POCKET and includes solutions to overcome the issues by introducing additional rigorous scanning. From a 3-directional scan in the former the checking has been increased to 7 in the latter, with the additional scans targeted at the 4 diagonals. LIGSITE is claimed to be fast and is capable of locating potential binding sites to high precisions. In a study by [21] cubes are used for the soft docking of proteins. The authors showed that pure geometric docking with conformational changes is sufficient to determine the matching entities in the test cases. However not all proteins form rigid docking bonds and as such there are limitations to the use of only geometrical criteria for docking studies.

Other existing methods investigate chemical complementarity as well as energy functions associated with active sites. The surface of each protein is divided into patches and each patch includes the parameters of solvation potential, hydrophobicity, planarity, accessible surface area etc with rankings carried out based on the values of all potential patches [22][23]. It was found that energy does not distribute evenly across the surfaces of proteins but is concentrated on dock areas. GlamDock [24] was developed for flexible ligand docking and is based on a simple Monte Carlo approach which includes combinations of energy functions and search space definitions. Molecular dynamics were used as well in the design of docking algorithms [25]. The method was shown to be fast and accurate in rigid protein-flexible ligand complexes. It was reported that the average structure of a protein experiences changes when sufficient favourable energy is available for an induced-fit bind [26].

Grid spaces have been used in a number of programs as experimental environments [27]-[29] therefore suggesting their robustness as an investigative tool. A grid space constitutes of units or voxels of various resolutions as its subsets, and objects may be represented and defined in the number of units occupied, the estimated total surface area and volume, and the overall shape based on descriptions of the voxels cluster. Partitioning can be carried out to subdivide a space into units of desired sizes. Although the orientation problem associated with the rigidity of grid spaces is inherent in most implementations, however measures can be taken to reduce its impact. The same object of two different orientations often produces two varied sets of voxels in which some units may be the same while differing in the rest. One way of overcoming the orientation problem is to pre-rotate the protein based on fixed rules such that it is always aligned to a particular axis. Another way of ensuring data consistency is through the use of statistical studies. Both these approaches were employed in the research, the procedures of which are presented in the next section.

A surface atoms extraction algorithm returns full atoms listings which may be used for the study of binding regions on protein surfaces. The exclusion of internal atoms also reduces processing time in computer-assisted drug design (CADD) programs by eliminating internal entries which do not actively participate in any activity. A recent study was carried out by Kim et al [30] on a real-time method for locating boundary surface atoms using a GPU. In a similar experiment [31] surface entries were identified based on the computed atomic contribution to the SAS area. To investigate if voxels are capable of extracting surface atoms with results of competitive nature, a method is proposed here which introduces experimentally-determined constraints to voxels for the selection and filtering of surface atoms. Using only spatial coordinates, atom type information and van der Waals radii this study proceeds to show that a combination of voxel properties and constraints are capable of delivering promising results. All methods and procedures are described in the next section, beginning with the definition of surface atoms followed by steps taken for pre-processing and concluding with the algorithm for extraction of surface atoms.

II. SURFACE ATOMS AND PRE-PROCESSING

A. Definition

What defines an atom as being a ‘surface’ entry? In general, a surface atom can be described as one that is located on the exterior or outermost layer of a molecule. It should be exposed to the external environment, and should be viewable to the investigator. A surface atom may or may not be completely/partially occluded by neighbouring atoms, and the probability of the atom in participating in interactions with other entities depends on its exposed area. A fully exposed atom is considered a definite surface entry; an occluded atom is categorised as internal with extremely low or almost no chances of contributing to binding activity. However an atom that is partially occluded has equal chances of being accepted or rejected. The condition for such an atom to be accepted is that the externally exposed area must be
sufficiently large for interaction with at least an external atom or in the event of probe experiments – large enough for the probe to produce contact with. According to [31] a surface entry “must not only be exposed at the van der Waals surface…but must also be exposed at the so-called SAS of the macromolecule”.

B. Pre-Processing

Three sets of data were selected for this study. The first set consists of three FK506-bound proteins [PDB: 1YAT, 1BKF, 1FKF]. The second set contains experimental entries from [31] which are [PDB: 6CHA, 1RA2, 3FXN, 7TLN, 1TIM, 3RTA] and the third set are proteins from [30] namely [PDB: 2PLT, 1A19, 1Q3Y, 1QBS, 1EA1]. All the protein files are downloaded from the RCSB Protein Data Bank (http://www.rcsb.org) in PDB format. Each of the file contains crystallographically-determined information of the atoms including details such as spatial coordinates, atom type, residue name, residue chain, residue type etc. Fig. 1 shows a print screen of an excerpt from a PDB protein file.

7 data items are required in the implementation namely the x, y, z coordinates, atom element type, atom number, residue name and, the van der Waals radius for each atom, which is introduced separately. The VDW radius gives estimations of the sizes of the atoms, thus corresponding well to the generalised approach of voxels. Each protein file first undergoes pre-processing for extraction and compilation of the required information. The spatial coordinates of the atoms are translated to the all-positive domain and the values scaled up to facilitate image visualisations of the atoms.

III. Method

A. Defining the Environment

The protein is first projected into a 3D grid environment using the pre-processed information. The size of the environment is dependent on the protein but it must be in multiples of 4.0 Å as this value defines the smallest unit in the test space. The van der Waals radii for atoms range from about 1.0 Å to 2.0 Å (diameter ~2.0 Å to 4.0 Å) – with the exception of several elements – therefore a value of 4.0 Å was chosen as the value of the smallest unit voxel in the grid space. This ensures that each unit is sufficiently large to encapsulate most atoms.

To reduce the amount of processing time required, only the space enclosing the protein is targeted. This area is determined by locating the maximum and minimum coordinates of the protein for each of the axes and then identifying the upper and lower bound values which are numbers in multiples of 4.0. Take for example a protein with the following maximum/minimum values for (x, y, z) – (27.2, 45.8, 68.6)/(5.6, 8.9, 11.2). The smallest enclosing space about the protein is then determined by casting the maximum coordinates to the upper bound values and vice versa, therefore the coordinates for the bounding space are (28.0, 48.0, 72.0)/(4.0, 8.0, 8.0).

Prior to the selection of 4.0 Å as the voxel size, experiments have been carried out to determine the optimum value. Test proteins were analysed at voxel units of different sizes beginning with a unit size of 8.0 Å. It was found that proteins were coarsely represented at this level with some significant features left out. At a unit size of 4.0 Å, the structures became better defined with a good number of voxels capturing the shape of the proteins. Vital areas such as cavities and protruding regions were clearly shown compared to the use of a larger voxel size. To determine if a voxel size smaller than the van der Waals radii of some atoms is capable of returning results of higher precisions, a size of 2.0 Å was tested as well. Proteins were shown to be very well described but at the same time another problem was encountered. Small empty regions of low significance were picked up in the process. As most atoms are >2.0 Å in diameter, henceforth it is unlikely for small spaces of ~2.0 Å to contribute significantly to binding activity. A reasonable assumption can be made that that a voxel of 4.0 Å is sufficient to accommodate most atoms with respect to the radii range.

B. Proteins and the Grid Space

After the environmental parameters have been defined, the next stage is to identify units occupied by the protein in the experimental grid space. A 3-dimensional environment induces higher complexities and processing load compared to a 2-dimensional one, as such an approach was taken to reduce the dimensionality of the protein in the test space. Conceptually similar to the Z-buffer algorithm, one of the three axes was selected for a ‘slicing’ process, a method in which the 3-dimensional protein (described in terms of voxels) is converted into a series of 2-dimensional images. The number of images obtained is equivalent to the number of segments occupied by the protein in the selected axis. For example if the protein has atoms occupying units 24 Å to 52 Å in the selected axis, with the smallest unit space being 4 Å, the ‘slicing’ process then proceeds to generate an image for every 4 Å internal, thus giving a total of 8 images. Spatial data for the other two dimensions together with atomic information were used for visualisation for each of the output. More specifics of this method are documented in [32]. Fig. 2 shows sample output of different layers after the ‘slicing’ process has been applied.
The images in Fig. 2 depict as well the outcome after a bi-partitioning algorithm has been applied. Pseudocode for the algorithm is given in Table 1. The first few runs executed at coarser resolutions limit the experimental space to the region where the protein resides in. Further runs of the algorithm (until the smallest voxel has been attained) begin to indicate to the user the potential regions of the protein as well as providing clearer definitions of the shape.

Simple image processing techniques were applied to the images to determine if the voxels at each level of partitioning contain parts of the protein. An imprint of the protein is first created on a temporary image in a solid color. Then the pixels are checked on this temporary image according to the partitioned regions in the original image. If the unit is found to be void of any atom pixels then a color or shade is assigned to the unit. By default a voxel is selected as long as a single pixel belonging to the protein is detected. This is not feasible as it leads to the selection of only a limited number of surface atoms (Fig. 3). The circled areas show regions wherein surface atoms have not been extracted. A condition for the selection of voxels containing the optimum number of atoms is required and is introduced in the form of a constraint termed the ‘voxel occupancy’. This constraint is defined as a ratio of protein pixels to the total number of pixels within a voxel. A series of statistical studies were carried out to determine the optimum value and a percentage of 40%-100% was found to produce the highest coverage of atoms in a reasonable number of voxel units [33]. Fig. 4 shows images for different voxel occupancies applied to the units.

### C. Selection of Surface Atoms and their Corresponding Atoms

Referring to Fig. 3 it can be observed that surface atoms are contained within the outermost voxels. The next step is to implement rules which automatically list out all surface voxels. Extracting these voxels which lie on the exterior of the cluster consequently leads to the selection of atoms on or close to the surfaces of proteins. The outline of the algorithm can be summarised as follows:

1. Pre-process the protein and compile the required information.
2. Project the protein into the experimental cubic grid space using the compiled data.
3. Select all voxels containing the presence of any of the atoms within the protein. This stage also includes checking for the occupancy percentage of each voxel (i.e. 40%-100%)  
4. Filter all voxels having 1 or more faces fully exposed. These are categorised as the surface voxels.

Step 4 is the key process in the selection of surface voxels. In a cluster, internal voxels have all 6 faces fully connected to other voxels. However voxels on the surface or exposed to the external environment often have 1 or more non-connected faces. Cases wherein empty units occur within the protein with the neighbouring (internal) voxels labeled as surface entries suggest the possibility of an internal

---

**TABLE I**

<table>
<thead>
<tr>
<th>PSEUDOCODE FOR THE BI-PARTITIONING ALGORITHM</th>
</tr>
</thead>
<tbody>
<tr>
<td>PartitionSize = The Test Space Dimension</td>
</tr>
<tr>
<td>FOR 0 to Test Space Dimension</td>
</tr>
<tr>
<td>FOR each PartitionSize</td>
</tr>
<tr>
<td>Check if partition contains atom</td>
</tr>
<tr>
<td>IF YES</td>
</tr>
<tr>
<td>Leave partition unshaded</td>
</tr>
<tr>
<td>ELSE</td>
</tr>
<tr>
<td>Shade partition based on current partition color</td>
</tr>
<tr>
<td>END OF CHECK</td>
</tr>
<tr>
<td>END FOR</td>
</tr>
<tr>
<td>Decrease PartitionSize by half</td>
</tr>
</tbody>
</table>

---

Fig. 2: Slicing of protein PDB300D with partitioning applied. Each image is a different layer of the protein. Re-merging these layers gives a reconstructed voxels representation of the protein.

Fig. 3: Application of a >0% voxel occupancy to the protein. Volumes are selected even if a single pixel belonging to the protein is detected. (a) Layer 400 of protein 1FKF, with all atoms visible. (b) Layer 400 of protein 1FKF, with only surface voxels selected and surface atoms visible. The circled areas show the regions where surface atoms have not been selected. This lead to experiments carried out to determine the optimum value for the best coverage of atoms within the voxels.

---

Fig. 4: Images for different voxel occupancies applied to the units.
binding area or part of a cavity extended inwards. Based on this observation, the points of each voxel are used to create vector sets which describe each of the 6 faces (Fig. 5). These vectors provide fixed definitions with emphasis placed on the order of the points as edges in one voxel are parallel to those of another. The four accepted faces depicted in Fig. 5 are ABDC, EFHG, BCFG and ADEH. Both the front and back faces are not used due to the ‘slicing’ process described earlier as the inclusion of these 2 faces invariably leads to the selection of all voxels both internal and on the surface. At 5% occupancy the shape of the protein is not clearly defined while at 85% occupancy the protein has lost its structure. Therefore a conclusion can be made that the optimum voxel occupancy value has to be a value between 5% and 85%.

Fig. 4. The images show screenshots of the voxels applied with different voxel occupancies. (a) 5%-100% occupancy. (b) 25%-100% occupancy. (c) 60%-100% occupancy. (d) 85%-100% occupancy. At 5% occupancy the protein has lost its structure. Therefore a conclusion can be made that the optimum voxel occupancy value has to be a value between 5% and 85%.

The following step is to extract all the surface atoms from the protein. As the atoms are directly correlated with the voxels, the algorithm needs only iterate through the list of atoms for each layer and calculate the atoms contained within all associated surface atoms based on the coordinate points and the van der Waals radius of each atom. If an overlap is found with any of the identified surface voxels, the atom is selected. However it is also possible for internal atoms to occupy part of the surface voxels. Visual inspections may aid in the elimination and removal of these internal entries but it is infeasible to carry out such checking on a large set of test proteins. The alternative is to employ a fast and approximated method targeted at improving the extractions by removing unnecessary atoms. This procedure is described in the following sub-section.

D. Refinement of the Extracts

To obtain a refined list of surface atoms with minimal interference from internal entries, the extracts were subjected to a series of procedures based on well-defined rules. In a notion similar to voxel occupancy, the degree-of-belonging of an atom to a voxel is introduced. Defined as the percentage of an atom belonging to a voxel, a value of 5% and greater was found to be most effective in filtering out internal atoms. Again this value was selected based on experiments carried out – larger degree-of-belonging values were observed to remove surface entries as well. The degree-of-belonging value needs to be reasonably small to exclude atoms of low significance within the surface voxels.

However there still exist cases in which internal atoms possess large degree-of-belonging values resulting in these atoms bypassing the filtering stage. As such another method is devised to determine the acceptability of each atom within the surface voxels. Internal entries with less exposure to the external environment are consequently ‘peeled’ off. Secondary information obtained from the surface atoms are used in the ‘peeling’ process. Firstly the algorithm checks for the furthest atom within each voxel from the averaged center of the protein. All furthest atoms are marked in their respective voxel domains. Consecutive iterations then determine the exposure of each atom (within each voxel but excluding the marked furthest atom) to the external environment. The atoms are shortlisted if external exposure was found to be higher than internal exposure. The details of the implementation are given in [34].

IV. RESULTS

A. Experiment Set I

Results from the implemented voxel-based method were visualised and compared against the output from the MSMS program [17]. Fig. 6 shows the differences in the output for various stages of the algorithm as well as the images obtained from the benchmark program for proteins 1YAT, 1BKF and 1FKF. The MSMS program employs a reduced surface method for both the probe implementations of SES and SAS. For comparison purposes and to ensure complete coverage of surface atoms obtained from both the probe methods, the results of both SES and SAS were merged together. Two layers were presented for each protein. The circled areas in the original extracts show regions where internal atoms are present. These atoms were shown to be excluded/removed in the output for the compared program as well as the implemented constraints-based filtering.

The other benchmark program used is Surface Racer [18] which returns output for SAS and molecular surface (MS)
areas. Similarly, both the results for SAS and MS were merged into a single list for each of the proteins. In Fig. 6 the first column shows cross-sectional images of two layers of proteins with a 40%-100% voxel occupancy applied. Only the surface voxels were selected alongside with the atoms contained or associated with these voxels. The images clearly depict a good coverage of surface atoms but also include a number of internal atoms in certain regions. In the second column the merged output from the MSMS program is visualised. A probe with radius of 2.0 Å was used to ensure consistency with the size of the voxels (diameter 4.0 Å) used in the experiment. Due to the reduced surface method some surface atoms have been excluded during investigation using the probe. Images in the third column show slight improvements compared to the output in the first column after application of the degree-of-belonging of 5%-100% to all atoms. Finally the last column shows further improvements compared to the voxel-based extracts through the execution of a ‘peeling’ algorithm which removes atoms with low exposure to the external environment.

Statistics for the extracts compared against MSMS and Surface Racer are given in Tables II and III, with manual extractions used as the benchmark results.

B. Experiment Set II

The second experiment consists of the 6 proteins from the study by Deanda and Pearlman [31] given as [PDB: 6CHA, 1RA2, 3FXN, 7TLN, 1TIM, 3RTA]. The results have not been replicated in this study due to notable discrepancies detected in the total atoms count for 4 out of 6 proteins based on files obtained from the RCSB Protein Data Bank. The exact reason for the discrepancies in the data is unknown. For the experiment comparisons are only carried out between the implemented voxel method, the MSMS and Surface Racer programs as well as visual-based manual extractions. A probe radius of 1.4 Å (diameter 2.8 Å) was used for the programs whereas the voxel size was kept at 4.0 Å. The compared results are presented in Tables IV and V respectively.

C. Experiment Set III

The third experiment consists of 5 proteins collected from the study by Kim et al [30] namely [PDB: 2PLT, 1A19, 1O3Y, 1Q85, 1EAI]. All surface extracts are first compared against the implemented voxel method, the MSMS and Surface Racer programs as well as manual extractions followed by a comparison to the results reported by the authors. Probe radius was maintained at 1.4 Å (diameter 2.8 Å) for the programs whereas the voxel size was kept at 4.0 Å. The results are presented in Tables VI, VII and VIII. Analysis of all tabulated data in Experiments I, II and III show that the voxel-based method returns higher numbers of potential surface atoms. Manual extractions were used as benchmarking datasets as the selections have been visually validated.

---

**Table II**

<table>
<thead>
<tr>
<th>Protein</th>
<th>TA</th>
<th>Manual Extracts</th>
<th>Identified Surface Atoms</th>
<th>Matching Number of Atoms to ME*</th>
</tr>
</thead>
<tbody>
<tr>
<td></td>
<td></td>
<td>Voxel</td>
<td>MSMS</td>
<td>Voxel</td>
</tr>
<tr>
<td>1YAT</td>
<td>849</td>
<td>602</td>
<td>569</td>
<td>475</td>
</tr>
<tr>
<td>1BKF</td>
<td>827</td>
<td>587</td>
<td>514</td>
<td>489</td>
</tr>
<tr>
<td>1FKF</td>
<td>832</td>
<td>566</td>
<td>529</td>
<td>495</td>
</tr>
</tbody>
</table>

* ME – manual extracts
† TA – total number of atoms in the protein. All following tables are similarly defined.
‡‡ The identified surface atoms for voxel are based on the final count after the filtering and ‘peeling’ processes were applied. All following tables are similarly defined.
Fig. 6. The figure shows comparisons between the original extracts with voxel occupancy of 40%-100% against the results obtained from the MSMS program. Also presented are the results with constraints and the ‘peeling’ method applied. The probe radius for the MSMS program was set to 2.0 Å (diameter of 4.0 Å) to ensure consistency in experimental conditions as the size of the voxels used was 4.0 Å. Based on the images, the original extracts showed the presence of a number of internal atoms as shown in the circled areas. Application of the degree-of-belonging constraint resulted in the exclusion of a good number of internal entries. Finally, the internal ‘peeling’ algorithm eliminates entries of which were not filtered by the degree-of-belonging constraint.
The failure of Surface Racer in processing the protein. The entry 1QB5 in Table VII has been highlighted due to visualisations also illustrate the atoms uniquely identified by implementation and the compared programs. The method contains a number of unique entries not identified by the compared approach. A series of images was generated to display high similarities to the output of Surface Racer program as opposed to the MSMS program.

The size of the voxel used leads to a larger number of atoms selected as each unit encapsulates a higher number of entries. Although the constraints-based filtering and ‘peeling’ method eliminated many of the internal entries, however there still remain a very minimal number of internal atoms. Removal of these entries may require the use of filters of higher complexities. Nevertheless the availability of these atoms could aid in the study of binding sites which consider both surface atoms and atoms located near to the boundary. Alternatively, these atoms are capable of contributing to the prediction of dock sites and have shown success in the identification of active regions [35].

Different parameters settings were used in the experiments to determine the optimum settings for this study. Voxels of both larger and smaller sizes were tested with the findings that smaller voxel sizes often lead to the inclusion of higher number of internal atoms and increases in execution time. On the other hand larger unit sizes do not return much information due to generalisation of the structures of the proteins. Usage of a higher or lower voxel occupancy value lead to varied sets of surface voxels being selected – the quality of extracted atoms was found to follow a Gaussian distribution curve wherein the best extractions (defined as the maximum number of atoms covered in the minimum number of voxels) corresponds to a 40%-100% voxel occupancy value [33].

VI. CONCLUSION

A voxel-based approach is employed in this study for the extraction of protein surface atoms. Constraints were introduced in the form of voxel occupancy and degree-of-belonging of atoms to voxels with the results of the experiments displaying improvements in the quality of the extractions – internal entries were eliminated through application of these rules. The output from the implemented method was compared against two other programs, namely MSMS and Surface Racer. The investigation revealed that the use of constraints-applied voxels is capable of achieving competitive results. In comparisons of output images between the method and the programs, the voxel-based method was shown to produce higher count of surface atoms and showed more similarities to those of Surface Racer. Common atoms of all methods were identified with the atoms unique to each method distinctly marked for comparisons. Again the voxel-based method displayed a higher number of unique entries. This study proved that with proper constraints applied voxels can be used as a tool for proteins analysis.
**Comparison of Output Results**

<table>
<thead>
<tr>
<th></th>
<th>Voxel-Based Extracts (Units of Size 4)</th>
<th>MSMS Program Extracts (Probe Radius 2.2)</th>
<th>MSMS Program Extracts (Probe Radius 2.0)</th>
<th>MSMS Program Extracts (Probe Radius 1.8)</th>
</tr>
</thead>
<tbody>
<tr>
<td><strong>LYA1</strong></td>
<td><img src="image1.png" alt="Image" /></td>
<td><img src="image2.png" alt="Image" /></td>
<td><img src="image3.png" alt="Image" /></td>
<td><img src="image4.png" alt="Image" /></td>
</tr>
<tr>
<td><strong>IBKF</strong></td>
<td><img src="image5.png" alt="Image" /></td>
<td><img src="image6.png" alt="Image" /></td>
<td><img src="image7.png" alt="Image" /></td>
<td><img src="image8.png" alt="Image" /></td>
</tr>
<tr>
<td><strong>IFKF</strong></td>
<td><img src="image9.png" alt="Image" /></td>
<td><img src="image10.png" alt="Image" /></td>
<td><img src="image11.png" alt="Image" /></td>
<td><img src="image12.png" alt="Image" /></td>
</tr>
</tbody>
</table>

**Fig. 7.** Comparison between post-peeling extracts from the voxel-based method to the obtained range of output from application of different probe sizes in the MSMS program. The probe sizes in this image range from 1.8 Å to 2.2 Å. A larger probe radius results in comparably generalised outlines of the proteins. As the probe size becomes smaller, more surface atoms are detected. However, the presence of internal atoms consequently increases as well (circled areas).
Fig. 8. Comparison between post-peeling extracts from the voxel-based method to the obtained range of output from application of different probe sizes in the MSMS program. The probe sizes in this image range from 1.2 Å to 1.6 Å. The usage of smaller probe radii leads to the presence of more internal atoms in the results (circled areas).
<table>
<thead>
<tr>
<th>Protein</th>
<th>Voxel-Based Extracts</th>
<th>MSMS Extracts</th>
<th>Voxel-Based Extracts</th>
<th>Surface Racer Extracts</th>
</tr>
</thead>
<tbody>
<tr>
<td>1A19</td>
<td><img src="image1" alt="Image" /></td>
<td><img src="image2" alt="Image" /></td>
<td><img src="image3" alt="Image" /></td>
<td><img src="image4" alt="Image" /></td>
</tr>
<tr>
<td>1YAT</td>
<td><img src="image5" alt="Image" /></td>
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Fig. 9. Visualisations of the unique atoms found for each method for protein 1A19, 1YAT and 7TLN. The first two columns show comparisons between the voxel-based method and the MSMS program whereas the latter two columns show comparisons between the voxel-based method and the Surface Racer program. All identified common atoms are coloured in dark gray. Patterned atoms depict entries which are unique to the particular method and not found in the compared counterpart.