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Abstract—In this paper, we are concerned with the granular representation of mappings (or experimental data) coming in the form \( R : R \rightarrow [0, 1] \) (for one-dimensional cases) and \( R : R^n \rightarrow [0, 1] \) (for multi-variable cases) with \( R \) being a set of real numbers. As the name implies, a granular mapping is defined over information granules and maps them into a collection of granules expressed in some output space. The design of the granular mapping is discussed in the case of set and fuzzy set-based granularity. The proposed development is regarded as a two-phase process that comprises: 1) a definition of an interaction between information granules and experimental evidence or existing numeric mapping and 2) the use of these measures of interaction in building an explicit expression for the granular mapping. We show how to develop information granules in case of multidimensional numeric data by resorting to fuzzy clustering (fuzzy C-means). Experimental results serve as an illustration of the proposed approach.

Index Terms—Fuzzy clustering, fuzzy relational equations, granular computing, information granules, possibility and necessity measures, specificity of granular information.

I. INTRODUCTION AND PROBLEM STATEMENT

The notion of information granularity and granular computing [1], [15]–[18] has emerged as one of the paradigms of computing that permeates a broad array of pursuits of computational intelligence and contributes as one of its fundamentals. With the notion of information granules and granularity being central to various aspects of problem abstraction and modularization, we encounter different formal ways of expressing information granularity. The notion of granularity is formalized in the language of sets (quite often alluded to interval analysis), fuzzy sets, and rough sets, to name just a few general formal environments [1]–[3], [10], [11]. While information granules (sets, fuzzy sets, rough sets, etc.) are the building entities, the fundamental construct is the one of a mapping. Obviously, when dealing with information granules, the pertinent mapping can be referred to as a granular mapping. In a descriptive manner, by the granular mapping we mean a transformation from some input space to output space that is characterized at the granular level; this means that it operates on information granules defined in the corresponding spaces. Granular mappings can be encountered quite frequently in rule-based systems (e.g., fuzzy rule-based systems), where the mapping is given in a form of “if-then” statements [7]–[9]. We encounter granular mappings in classification problems, cf. [2], [6], [13], [14]. There are two fundamental categories of the problems arising in such setting, that is: 1) analysis of granular mappings (say, rule-based systems), which is inherently associated with various interpretation aspects and 2) design of these mappings which requires the development of the (experimentally meaningful and transparent) associations between the information granules.

More formally, the problem we are interested in is posed as follows:

Given: 1) a function \( R \) or a collection of experimental data \( (D) \) defined in some input space \( X \) \((X \subseteq R)\) and assuming values in the unit interval \((0, 1]\) and 2) a finite collection of information granules \( A = \{A_1, A_2, \ldots, A_n\} \) defined in the same input space \( X \); represent \( R \) or \( (D) \) as a granular mapping. That is, construct a transformation \( A \rightarrow g(Y) \) with \( g(Y) \) denoting a family of information granules (say, sets, fuzzy sets, rough sets, etc.) defined in the output space \( Y \) \( (\subseteq [0, 1]) \).

To assure clarity of presentation, the material is organized in a bottom-up format. First, we elaborate on the concept and realization of the notion of interaction of granular probes with the experimental environment and demonstrate that possibility and necessity measures can be viewed as a viable vehicle that helps quantify such concept. We then move to the simplest one-dimensional (1-D) scenario in which such granular mappings arise and consider a family of sets (intervals) being treated as granular probes in this granular environment. In the sequel, in Section IV, we discuss a multidimensional case in which fuzzy clustering plays an important role.

II. POSSIBILITY AND NECESSITY MEASURE AS THE COMPUTATIONAL VEHICLE OF GRANULAR REPRESENTATION

In light of the overall scenario outlined in Section I, we easily envision that a sound starting point pertains to a way in which information granules interact with the mapping \( R \) or experimental data over which such a granular mapping has to be realized. Intuitively, one of the first realizations that come to mind is the one where we attempt to quantify the interaction between \( A \) and the mapping. As the granules adhere to the fundamental concepts of granular mechanisms and computing such as inclusion, intersection, complement, etc. (no matter how these concepts become implemented, which, in turn, depends upon the nature of the specific granular environment), it becomes appealing to revisit two of them. First, a notion of intersection tells us about the interaction between the probe \( A \) and the given mapping. Second, a way in which inclusion of the probes in the mapping expresses another point of view at the interaction. Interestingly, these two ideas have already been in existence in the literature and come under the name of possibility and necessity measures. More specifically, given two information granules \( A \) and \( R \) (here, \( A \) stands for one of the granules from the family of the granular probes \( A \) while \( R \) is mapping whose granular format we are about to develop), the possibility measure, \( \text{Poss}(A, X) \), describes a level of overlap between these two. The necessity measure \( \text{Nec}(A, X) \) captures a level of inclusion of \( A \) in \( X \). While these descriptors are quite generic, their realization needs to be described in more detail, depending upon the character of the granular environment. In case of fuzzy sets (and sets by this matter), we have [4], [5]

\[
\text{Poss}(A, R) = \sup_{x \in X} [A(x) \land R(x)].
\] (1)

The plot visualizing the computations of the possibility and necessity measures is shown in Fig. 1. Computationally, we note that the possibility measure looks at the intersection between \( A \) and \( R \) and then takes an optimistic aggregation of the intersection by picking up the highest
values among the intersection grades of \( A \) and \( R \) that are taken over all elements of the universe of discourse \( X \). The necessity measure expresses a pessimistic degree of inclusion of \( A \) in \( R \) and is computed as follows, cf. \([5]\)

\[
\text{Nec}(A, R) = \inf_{x \in X} \left[ \left( 1 - A(x) \right) \cdot R(x) \right].
\]

The computational details are revealed in Fig. 1. In contrast to the possibility measure, the necessity measure is asymmetric (which is quite obvious, as we are concerned with the inclusion predicate).

These two definitions are applied in case of \( R \) that is given in an analytic (explicit) fashion. If we are provided with the experimental data (namely, input–output pairs \( D = \{ (x_k, y_k) \}, k = 1, 2, \ldots, N \)), then the above calculations are modified with the supremum and infimum operations being replaced by the maximum and minimum operations taken over all data \( D \)

\[
\text{Poss}(A, D) = \max_{(x_k,y_k)} \left[ A(x_k) \cdot y_k \right]
\]

\[
\text{Nec}(A, D) = \min_{(x_k,y_k)} \left[ \left( 1 - A(x_k) \right) \cdot y_k \right].
\]

The possibility and necessity measures articulate a way in which \( A \) interacts with \( R \) or experimental data. Considering the family of the information granules \( A \), we compute the possibility and necessity measures with respect to \( R \) or \( D \) and end up with the 2\( e \)-tuple representation

\[
\lambda_i = \text{Poss}(A_i, R) \quad \mu_i = \text{Nec}(A_i, R)
\]

which is a manifestation of \( R \) (or \( D \)) expressed in the granular language of \( A \). Noticeably, by changing elements of \( A \), we end up with the different representation of the same mapping. Let us reiterate that different types of \( A \)s provide us with different points of view (perspectives) on the same mapping \( R \) or experimental evidence \( D \).

III. BUILDING THE GRANULAR MAPPING

So far, we have arrived at the representation (manifestation) of \( R \) expressed in the languages of \( A, s \). This forms a prerequisite to construct a granular mapping as the elements of \( A \) are the basis for the granules in the output space. They are related to \( A, s \) and result through the process of the reconstruction guided by \( (\lambda_i, \mu_i) \). From the computational standpoint, we can view this as a solution to a certain inverse problem. Let us start with a single information granule \( A \) for which the values of \( \lambda \) and \( \mu \) are known. There is no unique solution to this problem. There is, however, a maximal information granule denoted here by \( \tilde{R} \), \([4]\), whose construction is supported by the theory of fuzzy relational equations (as a matter of fact, \( \tilde{R} \) is a \( \sup - t \) composition of \( R \) and \( A \)). The membership (characteristic) function of this maximal fuzzy set (mapping) induced by the \( A \) reads as

\[
\tilde{R}(x) = A(x) \rightarrow \lambda = \begin{cases} 1, & \text{if } A(x) \leq \lambda, \\ \lambda, & \text{otherwise} \end{cases}
\]

The above formula applies to the \( t - \text{norm} \) realized as a minimum operator. In general, \( \tilde{R} \) reads in the form

\[
\tilde{R}(x) = A(x) \rightarrow \lambda = \sup_{\alpha \in [0,1]} [\alpha \cdot A(x) \leq \lambda].
\]

When using the entire family of \( A, s \) (that leads to the intersection of \( \tilde{R}, s \)), we obtain

\[
\tilde{R} = \bigcap_{i=1}^{c} \tilde{R}_i.
\]

From the theoretical point-of-view that arises in the setting of fuzzy relational equations, we note that we are dealing here with a system of equations \( \lambda_i = \text{Poss}(A_i, R), i = 1, 2, \ldots, c \) to be solved with respect to \( \tilde{R} \) for \( \lambda_i \) and \( A_i \) provided.

The theory of fuzzy relational equations plays the same dominant role in the case of the necessity computations. It is worth noting that we are faced with so-called dual fuzzy relational equations. Here, the minimal solution to \( (5) \) for \( A \) and \( \lambda \), given reads in the form

\[
\tilde{N}(x) = \left( 1 - A(x) \right) \rightarrow \mu = \begin{cases} \mu, & \text{if } 1 - A(x) < \mu, \\ 0, & \text{otherwise} \end{cases}
\]

Again, the above formula applies to the maximum realization of the \( s - \text{norm} \). The general formula takes the form of

\[
\tilde{N}(x) = \left( 1 - A(x) \right) \rightarrow \mu = \inf_{\alpha \in [0,1]} [\alpha \cdot \left( 1 - A(x) \right) \leq \mu].
\]

Because of the minimal solution, the collection of the granular probes leads us to the partial results that are afterwards combined through a union operation

\[
\tilde{R} = \bigcup_{i=1}^{c} \tilde{R}_i.
\]

In conclusion, \( (7) \) and \( (10) \) become the granular representations of the mapping \( \tilde{R} \) arising in the context of the collection of information granules \( A \) given in advance. The obvious containment relationship holds

\[
\tilde{R} \supseteq R \supseteq \tilde{R}
\]

where the granularity of the mapping manifests through the two different bounds (lower and upper approximations of \( R \)).
As a simple, yet highly illustrative example, consider a collection of sets (intervals) regarded as granular probes of some nonlinear numeric mapping (see Fig. 2). A single information granule produces the result shown in Fig. 3(a), which, in fact, produces membership values equal to 1 over any argument not belonging to \( A \). The aggregation of all partial results gives more specific results (see Fig. 3).

Interestingly, the reconstructed fuzzy set exhibits a stairwise type of membership function where the height of the individual jumps and their distribution across the space depends on the distribution of \( A_i \). The same effect that concerns the lower bound of \( R \) is present in Fig. 4.

When combined together, the result is a granular mapping, Fig. 5. It is worth noting that by changing the position of the cutoff points (intervals), we end up with different granular mappings. Eventually the mapping can be subject to some optimization in which we develop the collection of \( A_i \) in such a way that the granular mapping is as specific as possible (so that the bounds are made tight).

IV. DESIGN OF MULTIVARIABLE GRANULAR MAPPINGS

The 1-D case can be generalized with the same design objective in mind as before. The primary step is to find a collection of information granules in \( R^n \) so that they are meaningful constructs (in light of the data being available). The dimensionality of the input space suggests treating all inputs at the same time, rather than discussing each variable separately (which is impractical and leads to a significant number of combinations of such granules). In other words, we focus on forming granular relations (e.g., relations, fuzzy relations, etc.) and this immediately brings us to the idea of fuzzy clustering and its objective function-based realization, such as, e.g., fuzzy C-means (FCM). The FCM is a well-documented clustering mechanism that applies to the data in the input space and produces a fuzzy-partition matrix that, in essence, is a collection of discrete fuzzy relations. As the algorithm is widely reported, for our purposes here, let us recall that in optimizing the given objective function, it goes through a series of iterations in which a partition matrix and prototypes are updated following the two expressions:

1) update of the prototypes

\[
v_i = \frac{\sum_{k=1}^{N} u_{ik} \cdot x_k}{\sum_{k=1}^{N} u_{ik}}
\]  

(13)
2) update of the partition matrix

\[ u_{ik} = \frac{1}{\sum_{j=1}^{c} \left( \frac{\|x_k - v_j\|}{\|v_k - v_j\|} \right)^{m-1}} \]  

where \( U = [u_{ik}] \) is a fuzzy partition \((i = 1, 2, \ldots, c, k = 1, 2, \ldots, N)\) and \( v_i \) denotes a prototype of the \( i \)-th cluster. The distance function between the \( i \)-th data point \( x_k \) and the \( i \)-th prototype is denoted by \( \|x_k - v_i\| \) (computationally, it is usually implemented using a weighted Euclidean distance). The fuzzification coefficient \((m > 1)\) serves as another adjustable parameter of the algorithm, whose value is selected in advance.

Once the clusters have been determined, the next part of the construction is the same as in the 1-D case. To draw the linkages, let us note that the partition matrix can be represented as \( c \) fuzzy relations \( A_1, A_2, \ldots, A_c \) defined in the finite data set that is

\[ U = \begin{bmatrix} A_1 \\ A_2 \\ \vdots \\ A_c \end{bmatrix} \]

By doing this, we explicitly form the collection of the information granules \( A \) as was done in the 1-D case. More specifically, the possibility and necessity computed for the granules are governed by the expressions \( Pos = \max_{x_k} [A_i(x_k)]y_k \) and \( Nec \leq \min_{x_k} [1 - A_i(x_k)]s_y_k \). Allowing to the way in which information granules interact with the mapping or data, we note that most of the interaction occurs in the region where the granules are normal (viz. they assume the membership grade equal to 1.0). As the FCM imposes the unity constraint (viz., the membership grades in all clusters assumed for the same point sum up to 1.0), we normalize these grades by elevating the highest membership grade to 1.0.

V. ROLE OF THE DESIGN PARAMETERS IN THE CONSTRUCTION OF GRANULAR MAPPINGS

There are two essential parameters of the granular mapping that result from the use of the fuzzy clustering in the development of the underlying construct. These are the number of the clusters \( c \) and the shape of the probes and possible patterns of behavior (interaction) between them.

We have already seen that the number of information granules dictates the granularity of the mapping. This has been clearly demonstrated in the case of sets (intervals) in the 1-D problem in which a certain portion of the data (or function) fall under the realm of the granule (become identified by it) and then imply the granularity of the mapping itself. We have learned that in limit (which may not be of practical interest), the granularity of the mapping is very high. The quantification of this effect could be put forward by computing a ratio of the average value of \( \sigma \)-count (cardinality) of the information granules in the output space to the granularity of the probes (fuzzy relations in the input space).

As the clusters regarded in the context of the design of the granular mapping play a primordial role (as our intuition might have already suggested), it is instructive to get a better grasp as to our possible control over the shape of the clusters. The illustration in a 1-D case is the best option. Fig. 6 shows the membership functions for selected values of the fuzzification coefficient (the values of the prototypes are kept fixed and equal to 1–3, respectively). Depending upon its value of this coefficient, the resulting fuzzy sets tend to resemble sets (when \( m \) approaches 1) or exhibit a significant overlap and interact between themselves (which is quite visible for the values of \( m \) around 2) or get quite

![Fig. 6. Plots of membership functions of information granules generated by the FCM clustering for selected values of \( m \): (a) \( m = 1.1 \), (b) \( m = 2.0 \), and (c) \( m = 3.0 \).](image)

“spiky” and loose most of the interaction with the increasing values of the fuzzification coefficient (a good example is \( m = 3 \)).

VI. QUANTIFICATION OF GRANULAR MAPPINGS

As underlined before, each segment of the granular mapping is formed within a scope of the individual information granule occurring in the input space. The granularity of the mapping (quantified at the end of the output space) is directly related with the upper and lower bound of the interval formed by the possibility and necessity values. To quantify this granularity and relate it to the experimental data (which is the entry point of the overall design), it is beneficial to introduce the following index:

\[ \bar{g} = \frac{1}{N} \sum_{k=1}^{N} (u_k - l_k) \]  

which tells us about an average spread of the interval with \( l_k \) and \( u_k \) denoting the lower and upper bound, respectively, being computed as given (6) and (9). The average over \( N \) data points helps us quantify the granulation effect and abstract it from the individual variations. Higher values of \( g \) imply lower granularity of the resulting mapping (that is, larger differences between the bounds of the mapping).

VII. EXPERIMENTAL STUDIES

The experiments reported here aim at visualizing the performance of the granular mappings in case of numeric data. The data set comes from the machine learning repository and deals with fuel economy (in miles per gallon) of various vehicles described by a series of seven parameters including displacement, weight, number of cylinders, etc. The output has been normalized to the unit interval. Furthermore, the dataset was split randomly into 50%-50% training and testing subset. The training set was used to carry out clustering, and then we computed the possibility–necessity characteristics of the granular mapping. The FCM was run for 20 iterations (at which point there were practically no visible changes in the values of the objective function). The distance function
was assumed to be the normalized Euclidean (the weights were computed as the standard deviations of the individual inputs).

There are two essential parameters of the mapping associated with the clustering mechanism that is the number of clusters (information granules to realize the mapping) and the fuzzification coefficient \( m \). We explore various combinations of these two to obtain a general sense as to their role and some general tendencies. The main results are displayed in Fig. 7. The figure helps us to draw several conclusions. First, as one could have intuitively expected, the increased number of clusters yields better performance of the mapping (the bounds start to be tighter). This tendency becomes quite apparent; the changes in the performance become more evident for the lower number of clusters (hence, there is a significant difference when moving from two to six clusters and far less accentuated difference for higher values of \( c \)). The number of clusters also affects the optimal values of the fuzzification coefficient. In general, we witness a tendency of lower optimal values of \( m \) with the increased number of the clusters. Relating this to the shape of the membership functions (see Fig. 6), one could envision that with more clusters their boundaries need to be shaped as more set-oriented and with less spread and overlap with the neighboring information granules. More specifically, the optimal fuzzification factors are given as:

\[
\begin{align*}
\text{Cluster no.} & & \text{Possibility} & \text{Necessity} \\
1 & & 0.483 & 0.193 \\
2 & & 0.751 & 0.321 \\
\end{align*}
\]

The testing set was used to assess the generalization abilities of the granular mapping. The results shown in Table I indicate that the differences in performance on the training and testing set are not substantial which leads us to conclude about the sound generalization abilities. In essence with \( c = 10 \), the performance on the training and testing set is practically the same.

Figs. 8 and 9 visualize the behavior of the granular mapping for selected number of clusters (with the optimal values of the fuzzification coefficients). In these two cases, where \( c = 2 \) and \( c = 10 \), the essential component of the granular mapping—possibility and necessity measures are included in Table II.

We can present the distribution of bounds by plotting individual differences between the bounds (lower and upper) and the numeric experimental data, see Fig. 10.

Noticeably, the bounds are asymmetric; the two plots above help us in two ways: 1) they are useful in identifying data points with the broadest intervals that could be revisited as potential outliers and 2) we learn about the distribution of granularity of the realized mapping and quantify which bound (lower or upper) is “tighter,” with respect to the experimental data.

**TABLE I**

PERFORMANCE OF THE GRANULAR MAPPING ON A TRAINING AND TESTING SET

<table>
<thead>
<tr>
<th>( c )</th>
<th>Training set</th>
<th>Testing set</th>
</tr>
</thead>
<tbody>
<tr>
<td>2</td>
<td>0.326</td>
<td>0.354</td>
</tr>
<tr>
<td>4</td>
<td>0.245</td>
<td>0.256</td>
</tr>
<tr>
<td>6</td>
<td>0.237</td>
<td>0.256</td>
</tr>
<tr>
<td>10</td>
<td>0.213</td>
<td>0.212</td>
</tr>
</tbody>
</table>

**TABLE II**

POSSIBILITY AND NECESSITY MEASURES OF GRANULAR MAPPING: (a) \( c = 2 \) and (b) \( c = 10 \). IN BOTH CASES THE RESULTS ARE REPORTED FOR THE OPTIMAL VALUES OF THE FUZZIFICATION FACTOR

<table>
<thead>
<tr>
<th>Cluster no.</th>
<th>Possibility</th>
<th>Necessity</th>
</tr>
</thead>
<tbody>
<tr>
<td>(a)</td>
<td></td>
<td></td>
</tr>
<tr>
<td>1</td>
<td>0.601</td>
<td>0.451</td>
</tr>
<tr>
<td>2</td>
<td>0.644</td>
<td>0.408</td>
</tr>
<tr>
<td>3</td>
<td>0.708</td>
<td>0.386</td>
</tr>
<tr>
<td>4</td>
<td>0.386</td>
<td>0.322</td>
</tr>
<tr>
<td>5</td>
<td>0.429</td>
<td>0.236</td>
</tr>
<tr>
<td>6</td>
<td>0.451</td>
<td>0.386</td>
</tr>
<tr>
<td>7</td>
<td>0.376</td>
<td>0.193</td>
</tr>
<tr>
<td>8</td>
<td>0.751</td>
<td>0.386</td>
</tr>
<tr>
<td>9</td>
<td>0.515</td>
<td>0.322</td>
</tr>
<tr>
<td>10</td>
<td>0.343</td>
<td>0.215</td>
</tr>
</tbody>
</table>

**VIII. CONCLUDING COMMENTS**

We have introduced and studied the concept, analyzed properties, and discussed the design of granular mappings being viewed as one of the fundamental constructs of granular computing. The developed granular mapping helps establish a global and more general view on data or detailed numeric functions that, for this purpose, are perceived as a collection of information granules. In a nutshell, the introduced construct is formed by probing the function or data by a series of granular “probes” (sets or fuzzy sets), recording the results of such an interaction, and aggregating the results. The underlying logical framework
is based on the calculus of fuzzy relational equations. The probing results come in the form of possibility and necessity measures. In the sequel, these give rise to a set of fuzzy relational equations and the development of the granular mapping is formed by solving a system of such equations. The resulting lower and upper bounds fully describe the mapping. We elaborate on the role and optimization of the granular probes and show how their selection is realized through fuzzy clustering (and FCM, in particular). The choice of the shape of the fuzzy relations (which is controlled by the values of the fuzzification coefficient) and the number of clusters (granules) is studied in detail with a quantitative demonstration of their impact on the specificity of the granular mapping.
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